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Abstract

We work out the details of the proof for Yoneda Lemma using the text from [3]. Roughly speaking, Yoneda Lemma
allows us to embed locally small categories into Set via representable functors. We then give two consequences of
the Lemma: first is to show that Cayley’s theorem from group theory is a particular case of Yoneda Lemma, and
second is to derive Yoneda Embedding, a fully faithful functor from locally small categories to their presheaf category.
Further, we discuss quasi-uniform spaces from the paper [1]. Here we discuss categories of quasi-uniform spaces and
Promodules. We define the Yoneda embedding and prove a (weak) Yoneda Lemma for quasi-uniform spaces. We stop
our work here; though the paper goes on a step further to discuss the Cauchy completion monad for quasi-uniform
spaces.
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1 Introduction

An informal way of understanding Yoneda Lemma can be found in a Dutch saying, ”Tell me who your friends are, and I
will tell you who you are.”. The main way of thinking about Yoneda Lemma is that any object of a category is determined
by HA (introduced in our first proposition).

In this section, we set forth basic definitions and lemmas that we will require in order to prove Yoneda lemma. For
any category A, and its objects X,Y ∈ A, we denote HomA(X,Y ) with A(X,Y ).

Definition 1.1. For any category A, it’s opposite category, Aop is the category having the objects of A. And for objects
A,B ∈ A, a morphism f ∈ Aop(A,B) if and only if there is a morphism g ∈ A(B,A).

Proposition 1.2. For a locally small category A, fixing an object A ∈ A gives a functor, HA : Aop → Set defined as:

(i) For any object B ∈ A , HA(B) := A(B,A).

(ii) For any morphism, g : X → Y in A,

HA(g) : A(Y,A)→ A(X,A) is given by p 7→ p ◦ g.

Proof. Fix objects K,L,M in category A.

I (Composition) As HA is a contravariant functor, for any morphisms f ∈ A(K,L) and g ∈ A(L,M), we need
to show that HA(g ◦ f) = HA(f) ◦HA(g). Note, the composition g ◦ f on the left hand side is in Aop. Using the
definition of HA gives us that for any k ∈ HA(M), we must have:

LHS =
(
HA(g ◦ f)

)
(k) = k ◦ g ◦ f

and RHS =
(
HA(f) ◦HA(g)

)
(k) =

(
HA(f)

)
(k ◦ g) = (k ◦ g) ◦ f.

II (Identity) We will show that for any k ∈ A(K,L), HA respects the identities of K and L in Aop. Using the
definition of HA, for any object L ∈ A and morphism p ∈ HA(L), we get the following equations.

Right Identity:
((
HA(1K)

)
◦
(
HA(k)

))
(p) =

(
HA(1K)

)
(p ◦ k) = p ◦ k ◦ 1K = p ◦ k =

(
HA(k)

)
(p)

Left Identity:
((
HA(k)

)
◦
(
HA(1L)

))
(p) =

(
HA(k)

)
(p ◦ 1L) =

(
HA(k)

)
(p)

Hence, HA is indeed a functor.

Definition 1.3. For a locally small category A, the category of presheaves on A, denoted by [Aop, Set] is defined to have
functors from Aop to Set as objects, and the natural transformations between them as morphisms.



Lemma 1.4. Let A B
F

G

α be a natural transformation. If for every A ∈ A, αA : F (A)→ G(A) is an isomorphism

then α is a natural isomorphism.

Proof. We will first show that there exists a natural transformation β : G → F and then that α and β are mutually
inverse. Fix any objects A,B ∈ A and morphism k ∈ A(A,B). As α is a natural transformation,

αB ◦ F (k) = G(k) ◦ αA. (1)

Because αA is an isomorphism, we get that there exists βA : G(A)→ F (A) such that:

αA ◦ βA = 1G(A) and βA ◦ αA = 1F (A). (2)

Similarly, αB gives us the existence of βB : G(B)→ F (B) such that βB ◦ αB = 1F (B). Multiplying (1) with βB and βA,

βB ◦
(
αB ◦ F (k)

)
◦ βA = βB ◦

(
G(k) ◦ αA

)
◦ βA =⇒ F (k) ◦ βA = βB ◦G(k). (3)

Thus, β is a natural transformation from F to G. Now, using (2) gives us that for any object A ∈ A,
(
α ◦ β

)
A

= 1G(A)

and
(
β ◦ α

)
A

= 1F (A). Therefore,α ◦ β = 1G and β ◦ α = 1F . Thus, α and β together give an isomorphism between F
and G in the functor category [A,B]. Hence, α is a natural isomorphism between F and G.

Lemma 1.5. Let A,B and C be categories. Suppose there are functors F,G : A× B → C.
For every A ∈ A, there are functors, FA, GA : B → C defined as taking B ∈ B to F (A,B), G(A,B) and morphism f

to F ((1A, f)), G((1A, f)). And, for every B ∈ B, there are functors FB , GB : A → C defined as in Proposition 1.2.
A family of maps,

(
αA,B : F (A,B)→ G(A,B)

)
A∈A,B∈B is a natural transformation F → G if the following conditions

are satisfied:

(i) For each A ∈ A, the family
(
αA,B : FA(B)→ GA(B)

)
B∈B is a natural transformation FA → GA;

(ii) For each B ∈ B, the family
(
αA,B : FB(A)→ GB(A)

)
A∈A is a natural transformation FB → GB .

Proof. In order to show that α(A,B) is natural in (A,B), we need to show that for any A,A′ ∈ A, B,B′ ∈ B and

(f, g) ∈ A×B
(

(A,B), (A′, B′)
)

, the square

F
(
(A,B)

)
F
(
(A′, B′)

)
G
(
(A,B)

)
G
(
(A′, B′)

)α(A,B)

F
(
(f,g)

)

α(A′,B′)

G((f,g))

commutes. Fix any objects A,A′ ∈ A and

B,B′ ∈ B. Fix any morphism (g, f) ∈ A× B ((A,B), (A′, B′)), where g ∈ A(A,A′) and f ∈ B(B,B′).

(I) We will show that FA is a functor from B to C. It respects composition:

FA(f) ◦ FA(g) = (1A, f) ◦ (1A, g) = (1A, f ◦ g) = FA(f ◦ g).

And it respects identity as:
FA(1B) = F (1A, 1B) = 1F(A,B)

= 1FA(B).

GA is shown a functor in the same manner.

(II) Condition (ii) gives us that the square

FB(A) FB(A′)

GB(A) GB(A′)

αA,B

FB(g)

αA′,B

GB(g)

commutes. By the definition of FB and GB , this

square can be written as

F (A,B) F (A′, B)

G(A,B) G(A′, B)

αA,B

F ((g,1B))

αA′,B

G((g,1B))

.

(III) Condition (i) gives us that the square

FA
′
(B) FA

′
(B′)

GA
′
(B) GA

′
(B′)

αA′,B

FA
′
(f)

αA′,B′

GA′ (f)

commutes. By the definition of FA and GA, this

square can be written as

F (A′, B) F (A′, B′)

G(A′, B) G(A′, B′)

αA′,B

F ((1A′ ,f))

αA′,B′

G((1A′ ,f))

.
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(IV) Composing the squares from (II) and (III), we get that the following rectangle commutes:

F (A,B) F (A′, B) F (A′, B′)

G(A,B) G(A′, B) G(A′, B′)

αA,B

F ((g,1B))

αA′,B

F ((1A′ ,f))

αA′,B′

G((g,1B)) G((1A′ ,f))

. (1)

Using (1), we get that:

αA′,B′ ◦
(
F ((1A′ , f)) ◦ F ((g, 1B))

)
=
(
G((1A′ , f)) ◦G((g, 1B)) ◦ αA′,B′ , (2)

And as F and G are functors, (2) gives us that:

αA′,B′ ◦ F
(
(g, f)

)
= G

(
(g, f)

)
◦ αA′,B′ .

2 Yoneda Lemma

This section starts with a proof of Yoneda Lemma, and then uses it to derive Cayley’s Theorem. After that, we mention
a proof of Yoneda Embedding.

Throughout this work, the notation ( ) occurs as a placeholder for the element a map is applied to. That is, ( ◦ f)(k)
is defined to be k ◦ f .

Theorem 2.1. Yoneda Lemma If A is a locally small category then, for any object A ∈ A and X ∈ [Aop, Set],
there exists an isomorphism,

[Aop, Set](HA, X) ∼= X(A) which is natural in A and X. (1)

Notation:

• We denote the category of presheaves on A by C.

• For the map ˆ, instead of writing ˆ(a) = b, we use â = b to denote a 7→ b.

• For the map ˜, instead of writing ˜(a) = b, we use ã = b to denote a 7→ b.

• [Aop, Set](HA, X) denotes the collection of morphisms α : Aop Set

HA

X

α .

Remarks:

1. For a locally small category A, the functor category [Aop, Set] is not in general locally small, and so the left hand
side of (1) is a priori a class and not necessarily a set. However, when we prove Yoneda Lemma, we set up a bijection
between this class and RHS of (1), which certainly is a set. Hence, the LHS of (1) is a set too.

2. We shall prove the theorem in two steps. First, we show that [Aop, Set](HA, X) is isomorphic to X(A) as a set.
Second we will show the isomorphism is natural in X and A.

3. In a way, Yoneda Lemma gives us that every functor from a locally small category A to Set, is either a representable
functor, or it has a natural transformation to it from a representable functor.

Proof. Let A be a locally small category. Fix an object A ∈ A and a presheaf X on A.

I Showing isomorphism between [Aop, Set](HA, X) and X(A)
Define ˆ : C(HA, X)→ X(A) for any α : HA → X, as α̂ := αA(1A). As 1A ∈ Set(A,A) = HA(A), definition of αA
gives that αA(1A) ∈ X(A).

Define ˜ : X(A)→ C(HA, X) for any x ∈ X(A) as the natural transformation x̃ : HA → X whose K-component is

the function mapping each morphism p ∈ A(K,A) to
(
X(p)

)
(x). That is, x̃K(p) :=

(
X(p)

)
(x).
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We are going to show that x̃ is a natural transformation. Fix objects K,L ∈ A and morphism q ∈ Aop(K,L).

Need to show that the square

HA(K) HA(L)

X(K) X(L)

x̃K

HA(q)

x̃L

X(q)

, that is

A(K,A) A(L,A)

X(K) X(L)

x̃K

−◦q

x̃L

X(q)

commutes .

So, for any f : K → A, need that x̃L(f ◦ q) = X(q) ◦ x̃K(f). Using the definition of x̃ gives the following.

LHS = x̃L(f ◦ q) =
(
X(f ◦ q)

)
(x)

RHS = X(q) ◦ x̃K(f) =
(
X(q)

)(
X(f)(x)

)
=
(
X(q) ◦X(f)

)
(x)

And as X is a contravariant functor, X(f ◦ q) = X(q) ◦X(f), giving that LHS=RHS. Now going to show that ˆ
and ˜ define an isomorphism. Need to show that ˆ and ˜ are mutually inverse.

(i) For any x ∈ X(A), ˆ̃x = x̃A(1A) =
(
X(1A)

)
(x) = 1X(A)(x) = x.

(ii) For any α ∈ C(HA, X) , need to show that ˜̂α = α. So, it’s required that each of their component are equal.
As both ˜̂α and α are natural transformations between functors that go to the category Set, each of their

components is a function. So, need to show that for any f ∈ A(K,A) = HA(K),
(

˜̂α
)
K

(f)=αK(f). Using first

the definition of ˜ and then that of α̂ gives:

LHS = ˜̂αK(f) =
(
X(f)

)
(α̂) =

(
X(f)

)
(αA(1A)) (1)

And as f ∈ A(K,A), we also have the following.

RHS = αK(f) = αK(1A ◦ f) (2)

Because α is a natural transformation, the following square commutes for 1A:

A(A,A) A(K,A)

X(A) X(K)

αA

−◦f

αK

X(f)

, (3)

which gives that αK(1A ◦ f) =
(
X(f)

)(
αA(1A)

)
. Hence, from (2) and (3), we get that RHS = LHS.

II Showing naturality of this isomorphism
By Using Lemma 1.4 and 1.5, it’s enough to show that ˆ is natural in X and natural in A.

(i) We are going to show the above isomorphism to be natural in X. Fix any A ∈ A. Need, for presheaves X,Y ∈ C
and natural transformation β ∈ C(X,Y ), the following square to commute:

C(HA, X) C(HA, Y )

X(A) Y (A)

ˆ

β◦−

ˆ

βA

.

So, for any α : HA → X, we need that
(
ˆ◦ (β ◦ )

)
(α) =

(
βA ◦ˆ

)
(α). Using the definition of (β ◦ ) and ˆ gives:

LHS =
(
ˆ ◦ (β ◦ )

)
(α) = ̂(

(β ◦ )(α)
)

= ̂(β ◦ α) =
(
β ◦ α

)
A

(1A) (4)

RHS =
(
βA ◦ ˆ

)
(α) = βA(α̂) =

(
βA ◦ αA

)
(1A) (5)

As α ∈ C(HA, X) and β ∈ C(X,Y ) are morphisms in C, composition in C gives (β ◦ α)A = βA ◦ αA. Hence
RHS = LHS.

(ii) We are going to show that the isomorphism defined in I is natural in A. Fix any X ∈ C Need that for objects
A,B ∈ A and morphism f ∈ Aop(A,B), the following square commutes:

C(HA, X) C(HB , Y )

X(A) X(B)

ˆ

−◦Hf

ˆ

X(f)

,
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Where Hf denotes (f ◦ ). So, for any α : HA → X, we need that
(
ˆ ◦ Hf

)
(α) =

(
(X(f)) ◦ ˆ

)
(α). Using

definition of Hf and ˆ, we get:

LHS =
(
ˆ ◦Hf

)
(α) = α̂ ◦Hf = (α ◦Hf )B(1B) = αB(f ◦ 1B) = αB(1A ◦ f) (6)

RHS =
(

(X(f)) ◦ ˆ
)

(α) = (X(f))(α̂) =
(
X(f)

)(
αA(1A)

)
(7)

By using equality of (1) and (2), for f ∈ A(B,A), we get that
(
X(f)

)(
αA(1A)

)
= αB(1A ◦ f). Hence,

RHS = LHS.

A non-technical way of thinking about Yoneda Lemma can be as follows. There are things that are so small, that we
can’t directly observe them. So, physicists use particle accelerators, to collide observable things with the particles that
they wish to study. In a similar manner,locally small categories can also have a very complicated structure. They could
have objects, that are extremely hard to study directly. So, mathematicians use Yoneda Lemma to find out properties
such objects by looking at what various functors do to them. As the above proof indicates, for an object A, HA turns
out to be a very useful functor (we will see an illustration of this in the next theorem as well). Hence, in a sense, the way
a physicist uses a particle accelerator is similar to the way a mathematician uses Yoneda Lemma.

2.1 Cayley’s Theorem

Informally, given a locally small categoryA, we can fix a presheaf X on A, and for any object A ∈ A, study the set X(A)
and gain information about all possible natural transformations between HA and X. Moreover, by part I(ii) of the proof
of Yoneda Lemma, each of the natural transformations is determined by its action on the identity of A in A. Thus, no
matter how complicated A is, if we choose X carefully, we can hope to understand the structure of A by looking at how
X(A) changes as we vary the chosen presheaf and object.

In group theory, Cayley’s theorem says every group G is isomorphic to a subgroup of the symmetric group on G.
Thus, instead of having to study a complicated group directly, we can study a subgroup of the symmetric group on it.

Cayley’s theorem and Yoneda Lemma are similar in the sense that both allow us to change the environment that we
study in by putting few restrictions on what we are allowed to study. Cayley allows us to change setting for groups, and
Yoneda allows us to do that for locally small categories.

Also, as groups themselves can be considered as small categories, we can apply Yoneda Lemma to any group. In fact,
we can get Cayley’s theorem as a consequence of Yoneda Lemma by a suitable choice of X and A.

Definition 2.2. Symmetric group on a set X is the set of all bijections on X, with the binary operation defined as
composition of bijections.

We will now use Theorem 2.1 and parts of its proof to prove Cayley’s theorem. We use the notation g.f to mean the
composition of g and f in the group.

Theorem 2.3. Cayley’s Theorem Every group, G is isomorphic to a subgroup of symmetric group on G.

Proof. Let G be a group. Define category A with a single object ?. And precisely one morphism in A for each element
of G, with the composition of said morphisms being as that of elements of G. That is, for morphisms f and g in A, f ◦ g
is defined to be the morphism f.g. Then, G and A(?, ?) have the same elements and rule of composition, so there exists
a group isomorphism ψ : A(?, ?)→ G.

I Natural transformations from H? to H? are bijections on G.

As Aop is a category with a single object, each natural transformation α : Aop Set

H?

H?

α has only one compo-

nent, that is α?. Therefore, we can identify α with α?. Using naturality of α, we get that

the square

H?(?) H?(?)

H?(?) H?(?)

α?

H?(f)

α?

H?(f)

, that is

A(?, ?) A(?, ?)

A(?, ?) A(?, ?)

α?

◦f

α?

◦f

commutes for any f ∈ A(?, ?). (1)

Applying the identity of ? in A in (1) gives us the following equation:(
( ◦ f) ◦ α?

)
(1?) =

(
α? ◦ ( ◦ f)

)
(1?) =⇒ α?(f) = α?(1?) ◦ f =⇒ α?(f) = α?(1?).f , (2)

where the RHS of last implication is given by the definition of composition in A. Thus, every natural transformation
α is defined in terms of its value at 1?. This can be considered as left multiplication by α?(1?) in G, which we know
is an automorphism of G. Thus, α?, and hence α can be thought of as a bijection on G.

So far we have shown that the collection [Aop, Set](H?, H?) of all α : H? → H? is a collection of bijections on G.
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II The collection [Aop, Set](H?, H?) is a group.

We will show that the collection [Aop, Set](H?, H?) is a group with respect to composition in the category [Aop, Set].
As [Aop, Set] is a category, we have that the composition is associative. Also, because this collection contains
morphisms with the same source and destination, it is closed under composition. Identity of [Aop, Set](H?, H?) will
act as the identity for its group structure.

We will now show closure under inverses. Fix any γ : H? → H?. Since γ?(1?) belongs to A(?, ?), let us call
ψ(γ?(1?)) = h ∈ G. Thus, there exists h−1 ∈ G. As ψ is onto, there exists a ∈ A(?, ?) such that ψ(a) = h−1.
From (2), we know that any natural transformation α is defined in terms of α?(1?) ∈ A(?, ?). Thus, we define
δ : H? → H? with δ?(1?) = a. Giving us that h−1 = ψ

(
δ?(1?)

)
. And as ψ is a group isomorphism,

1? = ψ−1(h.h−1) = ψ−1(h) .ψ−1(h−1) =
(
γ?(1?)

)
.
(
δ?(1?)

)
.

This gives us that δ and γ are inverses, as

for any k ∈ A(?, ?),
(
γ ◦ δ

)
?
(k) = γ?

(
δ?(k)

)
= γ?

(
δ?(1?).k

)
=
(
γ?(1?)

)
.
(
δ?(1?)

)
.k = 1?.k = k.

Thus, the collection [Aop, Set](H?, H?) is a group.

III Applying Yoneda Lemma.

As the collection of elements of G form a set, A(?, ?) is also a set. Hence, A is a locally small category. Because
Aop has the same number of morphisms as A, it is also a locally small category, and we may apply Yoneda Lemma
to it. Taking A = ? and X = H? in Theorem 2.1 (1), we get:

[Aop, Set](H?, H?) ∼̂= H?(?), (3)

where the isomorphism ˆ is between sets.

IV Showing that ˆ is a group isomorphism.

From the proof of Theorem 2.1, we know that the map ˆ acts as α 7→ α?(1?). Hence, for any α, β : H? → H?,

α̂ ◦ β = (α ◦ β)?(1?) = (α)?

(
(β)?(1?)

)
=
(

(α)?(1?)
)
.
(

(β)?(1?)
)

= α̂.β̂ , (4)

where the second-last equality is due to (2) being applicable as
(

(β)?(1?)
)

is an element of A(?, ?).

Using I and II, we get that [Aop, Set](H?, H?) is a group with all of it’s elements being bijections on G. Thus, it is a
subgroup of the symmetric group on G. Using III we have shown that, the isomorphism ˆ in (3) is between groups, with
the LHS being the above mentioned subgroup. And RHS being A(?, ?), which is further isomorphic to group G:

G
ψ∼= A(?, ?) ∼̂= [Aop, Set](H?, H?) ≤ Sym(G).

This is precisely the statement of Cayley’s theorem.

2.2 Yoneda Embedding

Definition 2.4. A category A is said to be embedded in a category B if and only if there exists a functor F : A → B
such that F is full and faithful.

Lemma 2.5. If a functor is full and faithful, then it is injective on objects upto isomorphism.

Proof. Let functor F : A → B be full and faithful. Suppose, for objects A,B ∈ A that F (A) = F (B). We are going to
show that A ∼= B. As F is full, there exists f ∈ A(A,B) such that F (f) = 1F (A) ∈ B

(
F (A), F (B)

)
. Similarly, we also

have that there exists g ∈ A(B,A) such that F (g) = 1F (B) ∈ B
(
F (B), F (A)

)
. Because F is a functor,

F
(
g ◦ f

)
= F (g) ◦ F (f) = 1F (B) ◦ 1F (A) = 1F (A) ◦ 1F (A) = 1F (A) = F (1A); (1)

F
(
f ◦ g

)
= F (f) ◦ F (g) = 1F (A) ◦ 1F (B) = 1F (B) ◦ 1F (B) = 1F (B) = F (1B). (2)

As F is faithful, (1) gives us that g ◦ f = 1A and (2) gives us f ◦ g = 1B . Hence, A ∼= B.

We are going to define a functor H•, from locally small category A to the presheaf category on A, as taking any
object A ∈ A to the functor HA. And for any X,Y,K ∈ A, taking morphism f ∈ A(X,Y ) to the natural transformation
whose Kth-component is defined as taking any k ∈ HX(K) to f ◦ k ∈ A(K,Y ).

Proposition 2.6. H• is a functor from A to [Aop, Set].

Proof. Fix any objects K,L,M ∈ A.
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I (Composition) Let f ∈ A(K,L) and g ∈ A(L,M). As H•(g ◦ f) and H•(g) ◦H•(f) are natural transformations
from HK to HM , need to show that their X-components are equal for any X ∈ Aop. Fix X ∈ Aop and k ∈ HK(X),
and using the definition of H•, we get that

LHS =
(
H•(g ◦ f)

)
(k) = g ◦ f ◦ k

and RHS =
(
H•(g) ◦H•(f)

)
(k) =

(
H•(g)

)(
f ◦ k

)
= g ◦ f ◦ k.

II (Identity) We will show that for any g ∈ A(K,L), H• respects the identities of K and L in A. Thus, for any

object X ∈ A, we need to show that
(
H•(g) ◦H•(1K)

)
X

=
(
H•(g)

)
X

=
(
H•(1L) ◦H•(g)

)
X

. Fix any morphism

p ∈ HK(X). Using the definition of H•, we get the following equations.

Right Identity:
((
H•(g)

)
◦
(
H•(1K)

))
(p) =

(
H•(g)

)
(1K ◦ p) =

(
H•(g)

)
(p)

Left Identity:
((
H•(1L)

)
◦
(
H•(g)

))
(p) =

(
H•(1L)

)
(g ◦ p) = 1L ◦ g ◦ p = g ◦ p =

(
H•(g)

)
(p)

Hence, H• is indeed a functor.

Theorem 2.7. Yoneda Embedding Any locally small category can be embedded in the presheaf category on it.

Proof. We will show that the functor from Proposition 1.10 is full and faithful. Fix any objects X,Y in a locally small
category A.

I To show that H• is a full, we need to show that for every α ∈ [Aop, Set](HX , HY ), there exists a morphism
f ∈ A(X,Y ) such that H•(f) = α. Thus, we need to show that their K-components are equal for every K ∈ A.
Using the definition of H•(f), this amounts to showing that

for any morphism k ∈ HX(K),
(
H•(f)

)
K

(k) = αK(k), that is f ◦ k = αK(k). (1)

Because αX goes from HX(X) to HY (X), αX(1X) is a morphism in A(X,Y ). We will show that choosing this
morphism to be f will give us the required result, that is

(
αX(1X)

)
◦ k = αK(k). Using the naturality of α,

we get that

HX(X) HX(K)

HY (X) HY (K)

αX

HX(k)

αK

HY (k)

, that is

A(X,X) A(K,X)

A(X,Y ) A(K,Y )

αX

◦k

αK

◦k

commutes. Thus, for the identity mor-

phism 1X ∈ A(X,X), we get the following:(
HY (k) ◦ αX

)
(1X) =

(
αK ◦HX(k)

)
(1X) =⇒ αK(1X) ◦ k = αK(k).

Thus, we have that H• is a full functor.

II Fix any morphisms f, g in A(X,Y ) and suppose H•(f) = H•(g). In order to show H• is faithful, we need to show
that f = g. As H•(f) and H•(g) are equal natural transformations, we have that the action of their X-components
is equal. Thus, in particular, for the identity of X,

(
H•(f)

)
X

(1X) =
(
H•(g)

)
X

(1X). Using the definition of H•, we
get that f ◦ 1X = g ◦ 1X . And as both g and f are morphisms from X, we get that f = g.

3 Prorelations

Definition 3.1. A prorelation is a partially ordered, down-directed, up-set of relations X → Y .
That is, P ⊆ P(X × Y ) is a prorelation if it satisfies the following conditions:

(i) Partial Order: Containment of relations defines a partial order. That is, r ⊆ s meaning that for any (x, y) ∈ X×Y ,
if (x, y) ∈ r then (x, y) ∈ s.

(ii) Down-directed: For any r, s ∈ P , there exists t ∈ P such that t ⊆ r and t ⊆ s.

(iii) Up-set: For any relation u : X → Y , if there exists p ∈ P such that p ⊆ u then u ∈ P .

Example 3.2. We will define a prorelation on real numbers. For any positive real number ε, define a relation on R as
Aε = {(x, y)| |x− y| < ε}. The collection of all relations on R that contains some Aε will be a prorelation, K on R. That
is, K = {a : R→ R | a ⊇ Aε for some ε > 0 } forms a prorelation. If k, l ∈ K, then there exist δ, ε > 0 such that k ⊇ Aδ
and l ⊇ Aε. Thus, the relation A δ+ε

2
is in both k and l. Moreover, K is an up-set by definition.
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Definition 3.3. A prorelation P : X → Y can be composed to a prorelation Q : Y → Z by taking composition of the
relations belonging to them. Then, the set Q.P is defined as Q.P = {q ◦ p : p ∈ P and q ∈ Q}.
Lemma 3.4. Composition of two prorelations is a prorelation.

Proof. For prorelations P : X → Y and Q : Y → Z, need to show that Q.P is a prorelation.

(i) (Partial Order) Inclusion of relations gives a partial order.

(ii) (Down-Directed) If k, k′ ∈ Q.P , then k = q p and k′ = q′ p′ for some q, q′ ∈ Q and p, p′ ∈ P . Because Q and P are
prorelations, and hence down-directed sets there exists, a ∈ Q such that a ⊆ q, q′ and b ∈ P such that b ⊆ p, p′.
Thus, giving an element, a ◦ b of Q.P such that a ◦ b ⊆ k, k′.

(iii) (Up-Set) Let l : X → Z be a relation, and k ∈ Q.P such that l ⊇ k. Define relations p : X → Y and q : Y → Z as,
p = {(x, y) : x ∈ Dom(l) and y ∈ Y } and q = {(y, z) : y ∈ Y and z ∈ Ran(l)}. Because k ∈ Q.P , there exist q′ ∈ Q
and p′ ∈ P such that k = q′ ◦ p′. Thus by definition of p and q, we get that p ⊇ p′ and q ⊇ q′. Hence p ∈ P and
q ∈ Q because P and Q are up-sets, which gives us that q ◦ p ∈ Q.P . For any (x, z) ∈ l, by definition of p and q,
we get that for every y ∈ Y , (x, y) ∈ p and (y, z) ∈ q. By definition of composition, this gives that (x, z) ∈ q ◦ p,
giving that l ⊆ q ◦ p. And, by definition of q ◦ p we get that l ⊇ q ◦ p. Finally giving that l = q ◦ p ∈ Q.P .

Definition 3.5. For prorelations P,Q : X → Y , if for each q ∈ Q, there exists p ∈ P such that p ⊆ q, then we write
P ≤ Q.

Definition 3.6. For a relation r : X → Y , it’s opposite relation ro : Y → X is defined as

(y, x) ∈ ro if and only if (x, y) ∈ r for x ∈ X and y ∈ Y.

Lemma 3.7. For any function f : X → Y , fo ◦ f = ∆X .

Proof. As f is a function, it must be defined on every element of it’s domain. Thus, for every x ∈ X, there exists some
(x, y) in f . By definition of fo, (y, x) is in fo. Hence, by definition of composition, (x, x) is in fo f .

Lemma 3.8. For any relation r : X → Y , the composition r ◦ ro is contained in ∆Y .

Proof. Suppose there exist x ∈ X and y ∈ Y such that x r y. By definition of ro, this gives us that y ro x. Using definition
of composition, y ro x r y gives that y (r ◦ ro) y.

Lemma 3.9. For relations r, s : X → Y and t : Y → Z, if r ⊆ s then (t ◦ r) ⊆ (t ◦ s).
Proof. Suppose relations r, s and t are as given above, and let x (t r) z. By definition of composition, there exists, y ∈ Y
such that x r y and y t z. Using the hypothesis, as r ⊆ s, x r y gives x s y. And via composition of x s y with y t z,
we get x (t s) z. We started with any element of (t ◦ r) and showed that it must also be in t ◦ s and thus have that
(t ◦ r) ⊆ (t ◦ s).

Lemma 3.10. For relations r : X → Y and s, t : Y → Z, if s ⊆ t then (s ◦ r) ⊆ (t ◦ r).
Proof. Suppose relations r, s and t are as given above, and let x (s r) z. By definition of composition of relations, we get
that there exists some y ∈ Y such that x r y and y s z. Because s ⊆ t, y s z implies that y t z. Taking the composition,
x r y t z yields x(t r)z. We started with any element of (s ◦ r) and showed that it must also be in t ◦ r and thus have that
(s ◦ r) ⊆ (t ◦ r).

4 Quasi-Uniform Spaces

Definition 4.1. A prorelation P on a set X is said to be a quasi-uniformity if it satisfies the following conditions:

(i) Every relation in P is reflexive. That is, for each p ∈ P , if x ∈ X then (x, x) ∈ p.

(ii) For each p in P , there exists p′ in P such that p′ ◦ p′ ⊆ p.
Example 4.2. We will show that the prorelation K, defined in Example 3.2 is a quasi-uniformity. The definition
Aε = {(x, y)| |x − y| < ε} implies that each Aε is reflexive. And as every relation in K contains some Aε, it must be
reflexive as well, hence definition 4.1 (i) holds for K. Now we are going to show that definition 4.1 (ii) holds for K. Fix
any relation a ∈ K, so, by definition of K, there exists ε such that b ⊇ Aε. Using |x − y| = |y − x| we get that Aε is
symmetric. Thus, for any ε, Aε ◦Aε ⊆ Aε ⊆ b.
Definition 4.3. If X is a set, and A is a quasi-uniformity on X, then (X,A) is a quasi-uniform space.

Definition 4.4. A function, f : (X,A) → (Y,B) is said to be uniformly continuous if and only if f.A ≤ B.f . That is,

for each b ∈ B, there exists a ∈ A such that f ◦ a ⊆ b ◦ f . Meaning that

X Y

X Y

≤A

f

B

f

.

Lemma 4.5. If A is a quasi-uniformity on a set X, then A.A = A.

Proof. Fix any a ∈ A, as A is a quasi-uniformity, ∃b ∈ A : bb ⊆ a, we get that A.A ≤ A. And as A is a prorelation, and
is hence down-directed, ∃c ∈ A : a.a ⊇ c, giving that A.A ≥ A.
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4.1 Categories QUnif and ProMod

We define a category called QUnif as having quasi-uniform spaces as objects and uniformly continuous maps between
them as morphisms. With the composition of morphisms defined as that of functions, and identity of object (X,A) being
the identity function on set X.

Proposition 4.6. QUnif is a category.

Proof. (i) (Associativity) The composition of functions is associative by definition.

(ii) (Identity) For each object (X,A), the identity function ∆X : (X,A)→ (X,A) is uniformly continuous as ∆X .A =
A ≤ A = A.∆X .

Definition 4.7. A prorelation, φ : X ◦−→ Y is called a promodule φ : (X,A) ◦−→ (Y,B) if it satisfies:

φ.A ≤ φ and B.φ ≤ φ.

Now, we define a 2-category called ProMod as having quasi-uniform spaces as 0-cells and the promodules between
them being 1-cells. The promodule A will work as the identity of (X,A).

Let promodules P,Q : (X,A) ◦−→ (Y,B). Then, there is a 2-cell from P to Q if and only if P ≤ Q as prorelations.
The identity 2-cell of P is the 2-cell corresponding to P ≤ P . For the definition of 2-category, we have referred to [4].

Proposition 4.8. ProMod, as described above is a 2-category.

Proof. In order to show that ProMod is a 2-category, need the following:

(a) (1-Identities) For each quasi-uniform space (X,A), A : (X,A) ◦−→ (X,A) a promodule because A.A = A by Lemma
4.5.

(b) (1-Composition) Need composition of promodules to be a promodule.
Let φ : (X,A) ◦−→ (Y,B) and ψ : (Y,B) ◦−→ (Z,C) be promodules. To show that ψ.φ : (X,A) ◦−→ (Z,C) is a
promodule, need it to be a prorelation that satisfies the two conditions required to be a promodule:

(i) By Lemma 3.4, prorelations are closed under composition. Hence, ψ.φ is a prorelation

(ii) Need to show that ψ.φ.A ≤ ψ.φ. So, Fix p ∈ ψ and q ∈ φ. As φ is a promodule, φ.A ≤ φ gives that there
exists q′ ∈ φ and a ∈ A such that q′ a ⊆ q. Thus, p q′ a ⊆ p q.

(iii) Need to show that C.ψ.φ ≤ ψ.φ.Fix p ∈ ψ and q ∈ φ. Because ψ is a promodule, C.ψ ≤ ψ gives that there
exists c ∈ C and p′ ∈ ψ such that c p′ ⊆ p. Thus, c p′ q ⊆ p q

(c) (2-Identities) As every promodule is contained in itself, always have ψ ≤ ψ. Define this comparison to be the
identity 2-cell for ψ and denote it by ≤ψ

(d) (Vertical 2-composition) For promodules ψ, φ, δ : (X,A) ◦−→ (Y,B), if there is is a 2-cell from ψ to φ and another
one from φ to δ i.e. ψ ≤ φ ≤ δ, then by transitivity of the partial order, ψ ≤ δ i.e. there’s a 2-cell from ψ to δ.

(e) (Horizontal 2-composition) If there are promodules ψ,ψ′ : (X,A) ◦−→ (Y,B) and φ, φ′ : (Y,B) ◦−→ (Z,C) such that
ψ ≤ ψ′ and φ ≤ φ′, need to show that ψ.φ ≤ ψ′.φ′. Fix p′ ∈ ψ′ and q′ ∈ φ′. As ψ ≤ ψ′, ∃p ∈ ψ : p ⊆ p′ and as
ψ ≤ ψ′, ∃q ∈ φ : q ⊆ q′. Thus, p q ⊆ p′ q′

(f) (1-Identity) Need to show that for any promodule φ : (X,A) ◦−→ (Y,B), φ.A = φ = B.φ. By quasi-uniformity of
A, every a ∈ A, is reflexive. Thus, for any p ∈ φ and a ∈ A, p = p.∆X ⊆ p a giving that φ ≤ φ.A. And as φ is a
promodule, φ ≥ φ.A. Hence, by anti-symmetry of the partial order, φ = φ.A.

Similarly, By quasi-uniformity of B, every b ∈ B, is reflexive. Thus, for any p ∈ φ and b ∈ B, p = ∆Y .p ⊆ b p giving
that φ ≤ B.φ. And as φ is a promodule, φ ≥ B.φ. Hence, φ = B.φ.

(g) (1-Associativity) As composition of relations is associative, so too is the composition of prorelations directly giving
that composition of promodules i.e. 1-cells is associative.

(h) (Vertical 2-Identity) Let ≤: ψ → φ be a 2-cell i.e. ψ ≤ φ. By our definition of identity 2-cell, ≤ψ . ≤1 means
precisely that ψ ≤ ψ ≤ φ, and by transitivity, this is equivalent to ψ ≤ φ. Similarly, ≤1 . ≤φ means exactly that
ψ ≤ φ ≤ φ, and this is equivalent to ψ ≤ φ.

(i) (Vertical 2-Associativity) Associativity of the partial order on promodules directly gives the associativity of com-
position of 2-cells in ProMod.

(j) (Horizontal 2-Identity) Let ψ, φ : (X,A) ◦−→ (Y,B) be promodules. For any 2-cell ≤: ψ → φ, need to show that the
2-cell given by the horizontal composition, ≤ ∗ ≤A is equal to ≤, as well as equal to ≤B ∗ ≤. So, it’s required that
ψ.A ≤ φ.A ⇐⇒ ψ ≤ φ ⇐⇒ B.ψ ≤ B.φ. And this holds as a direct consequence of (f).

(k) (Horizontal 2-Associativity) As there’s a unique 2-cell between any two promodules, and composition of promodules
is associative, horizontal composition of 2-cells is associative.
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(l) (2-Identity) For promodules ψ : (X,A) ◦−→ (Y,B) and : φ(Y,B) ◦−→ (Z,C) need (≤ψ ∗ ≤φ) =≤ψ.φ. Both sides of
the required equality are 2-cells ≤: ψ.φ→ ψ.φ. Thus, they are equal by the uniqueness of 2-cells between any two
1-cells.

(m) (2-Interchange) Let ψ, φ, δ : (X,A) ◦−→ (Y,B) and ψ′, φ′, δ′ : (Y,B) ◦−→ (Z,C) be promodules. For 2-cells ≤1: ψ →
φ,≤2: φ → δ, ≤a: ψ′ → φ′ and ≤b: φ′ → δ′,need to show (≤b . ≤a) ∗ (≤2 . ≤1) = (≤b ∗ ≤2).(≤a ∗ ≤1). Both RHS
and LHS are 2-cells from ψ.ψ′ to δ.δ′ and are hence equal.

4.2 Functors between QUnif and ProMod

We now define a functor from the category QUnif to ProMod, as fixing objects and taking uniformly continuous maps
f : (X,A)→ (Y,B) to B.f .

Proposition 4.9. The mapping defined above, ( )∗ : QUnif→ ProMod as:

(a) for (X,A) ∈ QUnif, (X,A)∗ := (X,A) ∈ ProMod,

(b) for f : (X,A)→ (Y,B) in QUnif, f∗ := B.f ,

is indeed a functor.

Proof. We will first show that B.f = b ◦ f : b ∈ B is a promodule, and then that ( )∗ defines a functor.

(i) (Partial-Order) Inclusion of relations acts as the partial order.

(ii) (Down-Directed) Fix any k, k′ belonging to B.f . Thus, there exist b, b′ in B such that k = b f and k′ = b f . Using
down-directedness of B, there exists c ∈ B such that c ⊆ b, b′. Hence, by Lemma 3.10, c f ⊆ k, k′.

(iii) (Up-set) Let k belong to B.f and l : (X,A) → (Y,B) be a uniformly continuous function such that l ⊇ k. Define
a relation b′ = {(f(d), l(d)) : d ∈ Dom(l)}. By definition, for any x ∈ X and z ∈ Y such that (x, z) ∈ l, we get
that (f(x), z) ∈ b′. And l ⊇ k = b f implies Dom(l) ⊇ Dom(f), giving (x, f(x)) ∈ f . Therefore, by definition of
composition, (x, z) ∈ b′.f . Conversely, suppose (x, z) ∈ b′.f . By definition of composition, there exists f(x) ∈ Y
such that (f(x), z) ∈ b′. Again using the definition of b′, we get that z = l(x) i.e. (x, z) ∈ l. Hence, l = b′ f . Now
we will show that b′ ⊇ b. Because b′ f = l ⊇ k = b f , for any x ∈ X we have that b′

(
f(x)

)
⊇ b

(
f(x)

)
. Thus,

b′|f(x) ⊇ b|f(x). By down-directedness of B, b|f(x) ⊂ b implies b(x)|f(x) ∈ B. Finally, b′ ⊇ b′|f(x) ⊇ b|f(x) gives
b′ ∈ B. Hence, b′.f ∈ B.f .

(iv) Need to show that (B.f).A ≤ B.f . So, fix any b ∈ B, we will find b′ ∈ B and a ∈ A such that b′ f a ⊆ bf . By
quasi-uniformity of B, there exists b′ ∈ B such that b′ b′ ⊆ b. Using Lemma 3.10, we get that b′ b′ f ⊆ b f . As f is
uniformly continuous, f.A ≤ B.f gives that there is some a ∈ A such that f a ⊆ b′ f . Using this in the previous
inequality, we get b′ f a ⊆ b′ b′ f ⊆ b f .

(v) Need to show that B.B.f ≤ B.f . Fix any b ∈ B, we will find b′ ∈ B such that b′ b′ f ⊆ b f . By quasi-uniformity of
B, there exists b ∈ B such that b′ b′ ⊆ b. Using Lemma 3.10, we get b′ b′ f ⊆ bf .

Thus, B.f is a promodule. We now proceed to show that ( )∗ defines a functor.

(i) (Composition) Need to show that (g ◦ f)∗ = g∗f∗ i.e. C.g.f = C.g.B.f .

In order to show C.g.f ≤ C.g.B.f , fix any b ∈ B, c ∈ C. We will show that c g f ⊆ c g b f . As f is uniformly
continuous, f.A ≤ B.f gives that there exists a ∈ A such that f a ⊆ b f . Using Lemma 3.9, we get (c g)f a ⊆ (c g)b f .
Now, using reflexiveness of a, we get c g f ⊆ c g b f .

Now, to show that C.g.f ≥ C.g.B.f . Fix any c ∈ C, we will find c′ ∈ C and b ∈ B such that c g f ⊇ c g b f . By
quasi-uniformity of C, there exists c′ ∈ C such that c ⊇ c′ c′. Using Lemma 3.10 gives that c (g f) ⊇ c′ c′ (g f).
Because g is uniformly continuous, C.g ≥ g.B gives us b ∈ B such that c′ g ⊇ b g. Using this in the previous
inequality gives that c g f ⊇ c′ g b f .

(ii) (Identity) Let (X,A) be an object of QUnif and 1(X,A) : (X,A) → (X,A) be the identity of (X,A). That is,
1(X,A) is defined as x 7→ x. Need to show that (1(X,A))∗ = 1(X,A)∗ . Using functor’s definition, LHS = (1(X,A))∗ =
A.(1(X,A)) = A.1(X,A) = A and RHS = 1(X,A)∗ = 1(X,A) Using Proposition 4.8 (f), we get that A = 1(X,A) =
RHS.

Similar to the above functor, we define a contravariant functor from the category QUnif to ProMod, as fixing objects
and taking uniformly continuous maps f : (X,A)→ (Y,B) to fo.B.

Proposition 4.10. The mapping defined above, ( )∗ : QUnifop → ProMod as :

(a) for (X,A) ∈ QUnifop, (X,A)∗ := (X,A) ∈ ProMod,

(b) for f : (X,A)→ (Y,B) in QUnif, f∗ := fo.B,

is indeed a functor.
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Proof. Showing that fo.B : (Y,B) ◦−→ (X,A) is a promodule.
So, need to show fo.B a prorelation Y → X and that (fo.B).B ≤ fo.B and A.(fo.B) ≤ fo.B
To show prorelation,

(i) (Partial-order) Inclusion of relations is the partial order.

(ii) (Down directed) for k, k′ ∈ fo.B, need that ∃l ∈ fo.B such that l ⊆ k, k′

Fix k, k′ ∈ fo.B =⇒ ∃b, b′ ∈ B : k = fo ◦ b and k′ = fo ◦ b′

By down-directedness of B, there exists c ∈ B such that c ⊆ b, b′, define l = fo ◦ c. Now, using Lemma 3.9 gives
l = fo ◦ c ⊆ k, k′.

(iii) (Up-set) for a relation l : Y → X and k ∈ fo.B such that l ⊇ k , need l ∈ fo.B
Let b ∈ B be such that k = fo ◦ b and define b′ := {(y, y′) : y ∈ Dom(l) and y′ ∈ (fo)−1

(
l(y))}

As l ⊇ k = fo ◦ b, Dom(b′) = Dom(l) ⊇ Dom(b)
and Ran(l) ⊇ Ran(fo ◦ b) =⇒ ∀y ∈ Dom(b), Ran(b′) = (fo)−1(l(y)) ⊇ (fo)−1(fo ◦ b) = Ran(b).
Now, by definition of b′, fo ◦ b′ ⊇ l. To show fo ◦ b ⊆ l ,
(x, y) ∈ fo ◦ b′ =⇒ ∃z ∈ Y : (x, z) ∈ b′ and (z, y) ∈ fo =⇒ x ∈ Dom(l) and z ∈ l(x) i.e. (x, z) ∈ l.

(iv) To show (fo.B).B ≤ fo.B, need that ∀b ∈ B, ∃b′ ∈ B : fo ◦ b′ ◦ b′ ⊆ fo ◦ b,
Fix any b ∈ B, as B is a quasi-uniformity, ∃b′ ∈ B : b′ ◦ b′ ⊆ b =⇒ fo ◦ b′ ◦ b′ ⊆ fo ◦ b.
To show A.(fo.B) ≤ fo.B, need that ∀b ∈ B, ∃b′ ∈ B, a ∈ A : a ◦ fo ◦ b′ ⊆ fo ◦ b.
As f is uniformly continuous, f.A ≤ B.f i.e. ∀b ∈ B, ∃a ∈ A : f ◦ a ⊆ b ◦ f =⇒ a = fo ◦ f ◦ a ⊆ fo ◦ b ◦ f .
Fix any b ∈ B, so, ∃b′ ∈ B : b′b′ ⊆ b. And, for this b′,∃a : a ⊆ fob′f =⇒ afob′ ⊆ fob′ffob′ ⊆ fob′b′ ⊆ fob =⇒
afob′ ⊆ fob.

Now, need to show that ( )∗ respects composition and identity.

(i) (Composition) let f, g be uniformly continuous, (X,A)
f−→ (Y,B)

g−→ (Z,C) need that (g ◦ f)∗ = f∗.g∗

LHS=(g ◦ f)∗ = (g ◦ f)o.C = (fo ◦ go).C and RHS=f∗.g∗ = (fo.B).(go.C)
For equality, showing that LHS≥RHS and LHS≤RHS:

To show (fo ◦ go).C ≥ (fo.B).(go.C), need that ∀c ∈ C, ∃b ∈ B, c′ ∈ C : fogoc ⊇ fobgc′
Fix any c ∈ C, so, ∃c′ ∈ C : c′ ◦ c′ ⊆ c =⇒ fogoc ⊇ fogo(c′c′) = fogo(c′∆Zc

′) ⊇ fogoc′(ggo)c′
By uniform continuity of g, for c′ ∈ C, ∃b ∈ B : gb ⊆ c′g
Thus, fogoc ⊇ fogo(c′g)goc′ ⊇ fo(gog)bgoc′ = fobgoc′.

To show (fo ◦ go).C ≤ (fo.B).(go.C), need that ∀b ∈ B, c ∈ C,∃c′ ∈ C : fogoc ⊆ fobgoc
Fix any c ∈ C, b ∈ B will show that c′ := c works:
As B is a quasi-uniformity, ∆Y ⊆ b =⇒ fo∆Y g

oc = fogoc ⊆ fobgoc = fobgoc′

(ii) (Identity) let (X,A) ∈ QUnif op, and 1(X,A) : (X,A) → (X,A) as x 7→ x need that (1(X,A))
∗ = 1(X,A)∗

LHS=(1(X,A))
∗ = (1(X,A))

o.A = 1(X,A).A = A.
And as RHS = 1(X,A)∗ = 1(X,A) Using Proposition 3.2(f), we get that A = 1(X,A) = RHS.

A quasi-uniform space (X,A) defines a topological space as given by the following proposition that we borrow from
[2]. A subfamily B of quasi-uniformity A is called a base for A if each relation in A contains a relation in B.

Proposition 4.11. Let B be the base for quasi-uniformity A on X. For x ∈ X, define B(x) = {B(x)|B ∈ B}. Then
there is a unique topology on X such that for each x ∈ X, B(x) is a base for the neighborhood of x in this topology.

We skip the proof as we have no requirement of it. But refer the interested reader to [2] for similar results.

Definition 4.12. For any quasi-uniform space (X,A), an element x ∈ X is said to belong in the topological closure of
set M ⊆ X if and only if for each a ∈ A, there exists y ∈M such that x a y and y a x.

Definition 4.13. Let f : (X,A)→ (Y,B) be a uniformly continuous function.

I f is said to be fully faithful if and only if f∗.f∗ = A.

II f is said to be fully dense if and only if f∗.f
∗ = B.

III f is said to be topologically dense of and only if f(X) = Y .

Proposition 4.14. Let f : (X,A)→ (Y,B) be a uniformly continuous map.

(a) f is fully faithful if and only if A = fo.B.f , that is A ≥ fo.B.f .

(b) f is fully dense if and only if for any b ∈ B, ∃b′ ∈ B such that b′ ⊆ b f fo b.

(c) f is topologically dense if and only if for any b ∈ B, b f fo b is reflexive.
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(d) f is fully dense if and only if f is topologically dense.

Proof.

(a) (i) ( =⇒ ) Let f be fully faithful i.e. f∗.f∗ = A =⇒ fo.B.B.f = A.
Need to show that A = fo.B.f i.e. A ≤ fo.B.f and A ≥ fo.B.f .
By hypothesis and quasi-uniformity of B, A ≥ fo.B.B.f ≥ foB.f .
To show A ≤ fo.B.f , need that ∀b ∈ B, ∃a ∈ A : a ⊆ fobf .
Fix b ∈ B, hypothesis gives that fo.B.B.f ≤ A so,
∃a ∈ A : a ⊆ fobbf and also, by quasi-uniformity of B, for b,∃b′ ∈ B : b′b′ ⊆ b =⇒ fob′b′f ⊆ fobf .
Combining the above two inequalities, we get a ⊆ fobbf ⊆ fobf .

(ii) (⇐= ) Let A = fo.B.f need to show A = fo.B.B.f i.e. A ≥ foB.B.f and A ≤ foB.B.f .
To show A ≥ fo.B.B.f , need to show that ∀a ∈ A,∃b, b′ ∈ B : a ⊇ fobb′f .
Have that A ≥ fo.B.f and B.B ≤ B.
So, fix a ∈ A, now ∃b ∈ B : a ⊆ fobf and for this b, ∃b′ ∈ B : b′b′ ⊆ b. Therefore, a ⊇ fobf ⊇ fob′b′f . To
show A ≤ fo.B.B.f , need ∀b, b′ ∈ B, ∃a ∈ A : a ⊆ fobb′f .
Before that, uniform continuity of f along with Lemma 2.1.1 gives that f.A ≤ B.f implying A = fof.A ≤
fo.B.f . So, fix b, b′ ∈ B, now, as ,

A ≤ fo.B.f gives us ∃a ∈ A : a ⊆ fobf and ∃a′ ∈ A : a′ ⊆ fob′f =⇒ ∆X ⊆ fob′f .
Hence a = a∆X ⊆ (fobf)(fob′f) ⊆ fobb′f

(b) (i) ( =⇒ ) Let f be fully dense i.e. B = f∗f
∗ = B.f.fo.B. Showing that ∀b ∈ B, ∃b′ ∈ B : b′ ⊆ bffob.

So, fix b ∈ B, as B ≤ B.f.fo.B, there exists b′ ∈ B such that b′ ⊆ bffob.
(ii) ( ⇐= ) Suppose ∀b ∈ B, ∃b′ ∈ B : b′ ⊆ bffob. This gives B ≤ B.f.fo.B, in order to show equality, also need

B ≥ B.f.fo.B. By quasi-uniformity of B, for any b ∈ B, ∃b′ ∈ B : b′b′ ⊆ b. Now, by Lemma 3.8,

ffo ⊆ ∆Y =⇒ b′ffob′ ⊆ b′∆Y b
′ = b′b′ ⊆ b.

(c) (i) ( =⇒ ) Let f be topologically dense. We will show that for any b ∈ B, y ∈ Y , (y, y) ∈ bffob. Fix any b ∈ B
and y ∈ Y . As f is topologically dense, f(X) = Y , implying that y ∈ f(X), by definition giving that:

∃x ∈ X such that (f(x), y) ∈ b and (y, f(x)) ∈ b.

Re-writing the above statement in terms of relations, and considering f as a relation:

(f(x), y) ∈ b gives x(b ◦ f)y i.e. y ∈ (b ◦ f)(x), (1)

(y, f(x)) ∈ b gives f(x) ⊆ b(y). (2)

Repeatedly applying Lemma 3.9 to (2),

f(x) ⊆ b(y) =⇒
(
f ◦ fo

)
(f(x) ⊆

(
f ◦ fo

)
b(y) =⇒

(
f ◦ fo ◦ f

)
(x) ⊆

(
f ◦ fo ◦ b

)
(y).

Applying Lemma 3.7 to the final inequality in the above statement gives that

f(x) = (f ◦∆X)(x) ⊆
(
f ◦ fo ◦ f

)
(x) ⊆

(
f ◦ fo ◦ b

)
(y).

Applying Lemma 3.9 and then using (1) on the above inequality completes the result:

f(x) ⊆
(
ffob

)
(y) =⇒

(
b ◦ f

)
(x) ⊆

(
bffob

)
(y) =⇒ y ∈

(
bffob

)
(y) i.e. y

(
bffob

)
y.

(ii) (⇐= ) Fix any y ∈ Y and b ∈ B. Also, suppose that ∆Y ≤ bffob. As the domain of f is X, fo : Y → X, and
as b is reflexive, φ 6= (fo ◦ b)(y) ⊆ X. So, fix x ∈ (fo ◦ b)(y), going to show that (f(x), y) ∈ b and (y, f(x)) ∈ b.
Again, while viewing f as a relation:

∆Y ≤ bffob =⇒ ∆Y (y) ⊆ bffob(y) =
(
bf
)
(fob(y)).

Last inequality of the above statement gives y ∈ (bf)(x) i.e. (f(x), y) ∈ b. Applying Lemma 3.8 to f, and then
using Lemma 3.10,

ffo ⊆ ∆Y =⇒ ffob ⊆ ∆Y b = b.

Thus ffob(y) ⊆ b(y) and hence f(x) ⊆ b(y) =⇒ (y, f(x)) ∈ b.

(d) (i) ( =⇒ ) Let f be topologically dense. As B is a quasi-uniformity, for any b ∈ B,

∃b′ ∈ B : b′b′ ⊆ b and ∆Y ⊆ b′ =⇒ b′ = b′∆Y ⊆ b′b′ ⊆ b (3)

By the characterization of topologically dense in (c), have that ∆Y ⊆ b′ffob′. Now, using the (3) and Lemma
3.9,

∆Y ⊆ b′ffob′ =⇒ b′ = b′∆Y ⊆ b′b′ffob′ ⊆ bffob′ ⊆ bffob
Hence, we have b′ ∈ B : b′ ⊆ bffob giving us that f is fully dense (from (b)).

(ii) (⇐= ) From (b), we have for b ∈ B, the existence of b′ ∈ B such that b′ ⊆ bffob. As B is a quasi-uniformity,
∆Y ⊆ b′. So, ∆Y ⊆ bffob, and from (c), this gives us that f is topologically dense.
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5 Yoneda Lemma in Quasi-Uniform Spaces

In this section, we will prove Yoneda Embedding and (a weak version of) Yoneda Lemma for quasi-uniform spaces. We
use 1 to denote the quasi-uniform space with one element, that is, the quasi-uniform space ({?}, {(?, ?)}). Also, when
unambiguous, we also use 1 to denote the quasi-uniformity of the quasi-uniform space 1.

Definition 5.1. The set PX is defined to be the collection of all promodules from the quasi-uniform space (X,A) to
the quasi-uniform space 1.

PX := {ψ : (X,A) ◦−→ 1|ψ is a promodule}

Proposition 5.2. For any a ∈ A, ã is defined to be a relation on PX as:

for φ, ψ ∈ PX, φ ã ψ if and only if φ ≤ ψ.a .

The set, Ã := {ã : a ∈ A} defines a quasi-uniformity on PX.

Proof. First need to show that Ã is a prorelation,

(i) (Partial order) For any two relations ã, b̃ : PX → PX, define ã ≤ b̃ to be true if and only if a ⊆ b.

(ii) (Down-Directed) Need for any ã, b̃ ∈ Ã, the existence of some c̃ ∈ A such that c ⊆ a, b. If ã, b̃ ∈ A then by definition,
a, b ∈ A. By down-directedness of A, there exists c ∈ A such that c ⊆ a, b. Now the definition of Ã gives that c̃ ∈ Ã.
And the definition of the partial order on Ã ensures c̃ ≤ ã, b̃.

(iii) (Upset) For any relation, l : PX → PX , need that if k̃ belongs to Ã such that l ≥ k̃, then l ∈ Ã.
Fix any k : PX → PX, and k̃ ∈ Ã such that l ≥ k̃. As k is a relation between promodules X ◦−→ 1, it can be
thought of as a relation a on X, defined as:

a := {(x, y) : x ∈ Dom(ψ) and y ∈ Dom(φ) whenever ∃ψ, φ ∈ PX : ψlφ}

So, l ≥ k̃ gives that ã ≥ k̃ i.e. a ⊇ k. And as A is an upper-set, we get a ∈ A. Now, by definition of Ã, l ∈ Ã.

Secondly, we need show that the two conditions from Definition 4.1 hold for Ã.

(i) For all ã ∈ Ã, need ã to be reflexive i.e if ψ ∈ PX then ψ ã ψ.
By definition of ã , need to show that ψ ≤ ψ.a. So, fix a p ∈ ψ, we will show that p ⊆ p.a. Quasi-uniformity of A
gives that ∆X ⊆ a. Hence, by Lemma 3.9, p = p∆X ⊆ p a .

(ii) For all ã ∈ Ã, need to find b̃ ∈ Ã such that b̃ b̃ ≤ ã.
Before showing the result, proving that for any x, y ∈ A, x̃ ỹ ≤ x̃y i.e. ∀ψ, φ ∈ PX , ψ(x̃ ỹ)φ =⇒ ψ x̃y φ. If
ψ1(ã.b̃)ψ3, then, the definition of composition gives that ∃ψ2 such that ψ1 b̃ ψ2 ã ψ3. Now, the definition of b̃ gives
ψ1 ≤ ψ2 b and that of ã gives ψ2 ≤ ψ3 a. Combining these inequalities, ψ1 ≤ ψ2.b ≤ ψ3.ab. Hence, by definition of
ãb, ψ1 (ãb)ψ3.

Now, to show the result, fix any ã ∈ Ã. Therefore,a ∈ A, and by quasi-uniformity of A, ∃b ∈ A : b ◦ b ⊆ a. Thus,
by the partial-order defined on Ã, b̃b ≤ ã. Hence, transitivity of the partial order gives us the required result,
b̃ b̃ ≤ b̃b ≤ ã.

Proposition 5.3 (Yoneda Embedding).

For a quasi-uniform space (X,A), function yX : X → PX is defined by x 7→ x∗ for x ∈ X.

(a) yX : (X,A)→ (PX, Ã) is a uniformly continuous map.

(b) yX : (X,A)→ (PX, Ã) is fully faithful.

Proof.

(a) In order to show that yX is uniformly continuous, need to show that yX .A ≤ Ã.yX . By definition of ≤ , we need
that for each a ∈ A, there exists b ∈ A such that yX ◦ b ⊆ ã ◦ yX . Applying the relations to some element, x of the
set X gives: (

yX ◦ b
)
(x) ⊆

(
ã ◦ yX

)
(x) =⇒ yX(b(x)) ⊆ ã(x∗). (1)

So, for the condition given by (1) to hold, if y ∈ b(x), then it’s required that y∗ = yX(y) ∈ ã(x∗) i.e. x∗ãy∗. Using
the definition of x∗, y∗ and ã,

x∗ãy∗ ⇐⇒ xo.A ≤ yo.A.a ⇐⇒ ∀a′ ∈ A,∃a′′ ∈ A : xoa′′ ⊆ yoa′a (2)

Now, fix any a ∈ A, x ∈ X. Thus, quasi-uniformity of A, gives a′′ ∈ A such that a′′a′′ ⊆ a.Also, choose some
y ∈ a′′(x). Hence, in order to show that the condition from (2) holds, need that ∀b ∈ A, xoa′′ ⊆ yoba. Applying the
relations to an element z ∈ X gives the following condition:

∀b ∈ B, ∀x ∈ X ,
(
xoa′′

)
(z) ⊆

(
yoba

)
(z). (3)

13



Examining the left side of (3) gives:

(
xoa′′

)
(z) = xo(a′′(z)) =

{
φ if x /∈ a′′(z)
? if ∈ a′′(z)

.

Thus, to show that (3) holds, need to show that (for any b ∈ A and z ∈ X):

x ∈ a′′(z) =⇒ z(yoba) ? i.e. y ∈ (ba)(z) (4)

To show that (4) holds, fix any z ∈ X : x ∈ a′′(z). Also, by our choice of y, have that y ∈ a′′(x). And as b ∈ A, it’s
reflexive, giving that y ∈ b(y). So, by composition of relations, we get:

za′′x , xa′′y and yby =⇒ z(a′′a′′b)y =⇒ z(ab)y i.e. y ∈ (ba)(z).

(b) By using Proposition 4.14 (a), need to show that A ≥ yoX .Ã.yX i.e. ∀a ∈ A,∃b̃ ∈ Ã : a ⊇ yoX b̃ yX . Applying the
relations to an element, x ∈ X gives the condition:(

yoX b̃ yX

)
(x) ⊆ a(x) =⇒

(
yoX b̃

)
(x∗) = yox

(
b̃(x∗)

)
⊆ a(x). (5)

Thus, if y∗ ∈ PX such that x∗b̃y∗, then y ∈ yox
(
b̃(x∗)

)
. For (5) to hold, need that y ∈ a(x), that is, xay. Thus,

need only to show that for any a ∈ A, there exists b ∈ A such that for any x, y ∈ X, x∗b̃y∗ implies xay. So, fix
a ∈ A, and take b ∈ A : bb ⊆ a. Now, let x∗b̃y∗ i.e. xo.A ≤ yo.A.b. Hence, ∃c ∈ A : xoc ⊆ yobb. And as c is
reflexive,

xcx =⇒ x(cxo)? =⇒ x(bbyo)? =⇒ x(bb)y =⇒ xay .

Theorem 5.4 (Yoneda Lemma). The following statements hold for any ψ ∈ PX:

(a) ψ ≥ ψ∗.(yX)∗,

(b) ψ ∈ yX(X) =⇒ ψ ≤ ψ∗.(yX)∗.

Proof. (a) By definition, (yX)∗ = Ã.yX , and ψ∗ = ψo.Ã. Need that ψ ≥ (yX)∗.ψ
∗ = ψo.Ã.Ã.yX . Applying Lemma 4.5

to Ã, the required condition becomes ψ ≥ ψo.Ã.yX Fix p ∈ ψ, we will find a ∈ A such that p ⊇ ψoãyX . Examining
the right side of the condition,

(for any a ∈ A, x ∈ X)
(
ψo.ã.yX

)
(x) = ψo.ã(x∗) = ψo

(
ã(x∗)

)
=

{
φ if ψ /∈ ã(x∗)

? if ψ ∈ ã(x∗)
. (1)

In case ψ /∈ ã(x∗), the condition holds trivially. As ψ is a promodule, ψ.A ≤ ψ gives ∃q ∈ ψ, a ∈ A : qa ⊆ p. Thus,
fix x ∈ X and ψ ∈ PX such that x∗ãψ. We will now show that xp?. Using the definition of ã,

x∗ãψ =⇒ xo.A ≤ ψ.a =⇒ ∃b ∈ A : xob ⊆ qa =⇒ ∀z ∈ X,
(
xob
)
(z) ⊆ (qa)(z). (2)

Thus, in particular for z = x, as b is reflexive, xbx, gives:(
xob
)
(x) ⊆ (qa)(x) =⇒ xox ⊆ (qa)(x) =⇒ ? ∈ (qa)(x). (3)

But, as qa ⊆ p , (3) gives that xp?.

(b) Suppose ψ ∈ yX(X), need to show ψ ≤ ψ∗.(yX)∗ = ψo.Ã.yX i.e. for a ∈ A, ∃p ∈ ψ : p ⊆ ψo.ã.yX . For any
x ∈ Dom(p), the condition requires:

p(x) ⊆ ψo.ã.yX(x) = ψo
(
ã(x∗)

)
(4)

By definition of p, for (4) to hold, need that xp? =⇒ ψ ∈ ã(x∗). Fix any a ∈ A, we will find p ∈ ψ such that
(4) holds. By quasi-uniformity of A, ∃b ∈ A : bb ⊆ a. From Proposition 5.3 (a), we know that yX is uniformly
continuous, that is, yX .A ≤ Ã.yX . Thus, we get that ∃c ∈ A : yxc ⊆ b̃yX . Hence, for any z, w ∈ X such that zcw,(

yXc
)
(z) ⊆

(
b̃yX

)
(z) =⇒ yX(c(z)) ⊆ b̃(z∗) =⇒ w∗ ∈ b̃(z∗) i.e. z∗b̃w∗ . (5)

As A is a quasi-uniformity, ∃d ∈ A : dd ⊆ c. Also, because A is a down- directed set, ∃a′ ∈ A : a′ ⊆ b, d. This along
with (5) gives that for any x, y ∈ X,

x(a′a′)y =⇒ x(dd)y =⇒ xcy =⇒ x∗b̃y∗ . (6)

Now, because ψ ∈ yX(X), we get ∃x∗ ∈ yX(X) such that ψã′x∗ and x∗ã′ψ. Using the definition of ã, from ψã′x∗,
we get:

ψ ≤ xo.A.a′ =⇒ ∃p ∈ ψ : p ⊆ xoa′a′ . (7)

Fix any z ∈ X such that zp?, using (7) and (6) gives:

zp? =⇒ z(xoa′a′)?
(7)
=⇒ z(a′a′)x

(6)
=⇒ z∗b̃x∗ . (8)

Finally, the definition of the partial order on Ã, gives us that a′ ⊆ b =⇒ ã′ ⊆ b̃. Therefore, x∗ã′ψ =⇒ x∗b̃ψ.
Now, using (8), we get z∗b̃x∗ and x∗b̃ψ. Hence, giving us the desired result, that is, z∗b̃x∗.
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Corollary 5.5. For ψ ∈ PX, ψ ∈ yX(X) if and only if ψ is a right-adjoint.

Proof. Fix any ψ ∈ PX.

(i) ( =⇒ ) Let ψ ∈ yX(X), from Theorem 5.4, we get that ψ = ψ∗.(yX)∗. In order to show ψ is a right-adjoint, we will
show that ψ∗ is a right adjoint and that (yX)∗ is an equivalence.

I In order to show that (yX)∗ is an equivalence, we need that A = (yX)∗.(yX)∗ and Ã = (yX)∗.(yX)∗.
From proposition 5.3 (b), we have that yX is fully faithful, and by Proposition 4.14 (a), this gives us that
A = (yX)∗.(yX)∗.

• We are now going to show that Ã ≤ (yX)∗.(yX)∗. Fix any a, b ∈ A, we need to find c ∈ A such that

c̃ ⊆ ã yX yoX b̃. (
ã yX .y

o
X b̃
)
(ψ) =

(
ã b̃
)
(ψ) ⊇ c̃c̃(ψ) ⊇ c̃(ψ)

In the above equation, the equality holds because ψ ∈ yX(X), gives the existence of x∗ = b̃(ψ). And the

first inequality is given by down-directedness of Ã, whereas the second one holds because c̃ is reflexive, as
Ã is a quasi-uniformity.

• To show that Ã ≥ (yX)∗.(yX)∗, fix any a ∈ A. By quasi-uniformity of Ã, there exists b̃ ∈ Ã such that

b̃ b̃ ⊆ a. We will show that ã ⊇ b̃ yX yoX b̃:

ψ
(
b̃ yX y

o
X b̃
)
φ =⇒ ψ

(
b̃b̃
)
φ =⇒ ψãφ .

II In order to show that ψ∗ is a right adjoint to ψ∗, due to the 2-categorical structure of ProMod, we need to
show that Ã ≥ ψ?.ψ? and ψ?.ψ

? ≥ 1.

• To show that Ã ≥ ψ∗.ψ
∗ = ψ∗.ψ

o.Ã, fix any a ∈ A. We will show that ψ∗.ψ
o.ã ⊆ ã. Using definition of

ψ∗, for any φ ∈ yX(X), we get:(
ψ∗.ψ

o.ã
)
(φ) = ψ∗.ψ

o(ã(φ)) =

{
φ if ã(φ) 6= ψ

ψ = ψ∗.ψ
o(ψ) if ã(φ) = ψ

.

The above equation gives that φ
(
ψ∗.ψ

o.ã
)
ψ implies φãψ. Hence, we have that ã ⊇ ψ∗.ψo.ã.

• We will show that ψ?.ψ
? ≥ 1, that is ?(ψo.ã.ψ∗)?. Using definition of ψ∗,(
ψo.ã.ψ∗

)
(?) =

(
ψo.ã

)
(ψ∗(?)) =

(
ψo.ã

)
(ψ) = ψo

(
ã(ψ)

)
.

By the quasi-uniformity of Ã, we get that ã is reflexive, and hence, ψãψ. So, from the above equation, we
have that ? ∈ ψo(ψ) ⊆

(
ψo.ã.ψ∗

)
(?).

(ii) ( ⇐= ) Suppose ψ is a right adjoint. Need to show that for any a ∈ A, ∃x∗ ∈ yX(X) such that ψ ã x∗ã ψ. Fix
a ∈ A. Because ψ is a right-adjoint, there exists a promodule φ : 1 ◦−→ X such that φ.ψ ≤ A and 1 ≤ ψ.φ. From
φ.ψ ≤ A, we get that:

∃p ∈ φ, q ∈ ψ such that a ⊇ p.q . (1)

Because φ and ψ are promodules,

A.φ ≤ φ gives the existence of p′ ∈ φ such that p ⊇ a′p′ , (2)

A.ψ ≤ ψ gives the existence of q′ ∈ ψ and a′′ ∈ A such that q ⊇ a′′q′ . (3)

Now, from 1 ≤ ψ.φ, we get that q′ p′ is reflexive i.e. ?(q′ p′)?. By the definition of composition we get the existence
of an x ∈ X such that ? p′ x q′ ?. Now, considering x as a map, x : 1→ X defined as ? 7→ x,

x q′ ? i.e. ? ∈ q′(x) gives that q′ ⊇ xo , (4)

? p′ x i.e. x ∈ p′(?) gives that p′ ⊇ x . (5)

Thus, by using inequalities (1),(2) and (3), we get:

a ⊇ p q ⊇ a′ p′ q′ a′′ . (6)

By definition of ã, to show ψ ã x∗, we need that ψ ≤ x∗ a = xo. A. a. We are now going to show that for any b ∈ A,
xo b a ⊇ q′:

xo b a ⊇ xo b a′ p′ q′ ⊇ xo b a′ x q′ ⊇ xo x q′ = q′ .

Where the first inequality comes from (6) by using reflexiveness of a′′ and then left-multiplying by xo. The second
inequality comes from (5), third one from reflexiveness of b and a′, and the last one is given by Lemma 3.7.

In order to show x∗ ã ψ, by definition of ã, need that xo.A = x∗ ≤ ψ a. Fix k ∈ ψ. We will now show k a ⊇ xo a′′:

a ⊇ a′ p′ q′ a′′ ⊇ p′ q′ a′′ ⊇ p′ xo a′′ . (7)

Where the first inequality is given by (6), second one is due to reflexiveness of a′ and the third inequality comes by
using (4). Left-multiplying (7) with k gives the following:

ka ⊇ k p′ xo a′′ that is, for any z ∈ X, z(k a)? =⇒ z(k p′ xo a′′) ? . (8)

As ψ is a right adjoint to φ, we have 1 ≤ ψ.φ, giving that ?(k p′)?. So, using the implication in(8), we get that
z(k a)? implies z(xo a′′) ? (k p′)?, which in turn gives that z(xo a′′)?. Hence, we get that ka ⊇ xo a′′
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